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Abstract 

With the development of the times and the continuous advancement of science and 
technology, the safety of aircraft has become more and more important in the civil 
aviation industry. Ensuring the safety of aircraft has become a top priority in the 
development of the current civil aviation industry. Therefore, the comprehensive use of 
existing data for scientific aircraft flight process management and monitoring of aircraft 
flight process is an effective means to reduce the occurrence of flight accidents. This 
article aims to use the machine learning model as the main body to establish aircraft 
flight technology and risk assessment models, so as to prevent possible flight accidents. 
First, use the 3 laws and IQR test data to eliminate outliers, and then use the method of 
mean value filling and interpolation filling to fill in the vacant values of the data, and then 
"landing G value, attitude (pitch angle), stick volume, disk volume " and other data 
columns are combined to increase the reliability and persuasiveness of the data. Finally, 
the key indicators related to flight safety are extracted through principal component 
analysis and their importance is explained.Secondly, the random forest algorithm and 
GA-BP neural network model are used at the same time, the flight parameters of the 
aircraft are used as the training set, and the pilot's flying skills are used as the test set. 
Through prediction, it is found that the pilot's flying skills can be evaluated by evaluating 
the flight parameters.Finally, establish an automatic early warning mechanism including 
the altitude early warning mechanism, the descent rate early warning mechanism, the 
No. 68 airport early warning mechanism, and the overrun early warning mechanism to 
prevent possible safety accidents and reduce the incidence of flight accidents.This paper 
provides a comprehensive and systematic flight safety solution by modeling and 
analyzing flight data. Using a variety of analysis methods, it provides targeted solutions 
and provides multiple early warning mechanisms to improve the technical level of flight 
personnel and reduce the incidence of flight accidents.. 
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1. Background 

China's civil aviation passenger traffic is growing at a rate of more than 20% per year. According 
to data, in 2021, China's civil aviation passenger traffic will exceed 100 million for the first time, 
a historic breakthrough. Relevant departments have repeatedly issued policies to support 
development. The rapid development of China's civil aviation industry has brought about 
economic growth and safety problems. For example, the "3.21" air crash that occurred in 2022. 
Safety problems will occur during the flight, and once a safety accident occurs, the losses caused 
are irreparable. Therefore, the issue of flight safety is the primary issue we face. The cause of 
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the accident may be caused by various factors, including aircraft failure, airport and crew, etc. 
With the development of civil aviation and the advancement of science and technology, 
technical means can be used to monitor and control the safety of flight flights. In order to deal 
with irreparable losses, the data of the whole flight segment can be mined for analysis to form 
the flight quality record of specific personnel. By processing and modeling records of different 
flight crews, flight routes, airports and specific flight conditions, factors that affect flight safety 
can be better derived, and reasonable and effective measures can be taken to reduce the 
probability of accidents. 

2. Key data extraction based on principal component analysis 

2.1. Outlier processing 

2.1.1. Law of 3  

The 3  law is also known as the 68-95-99.7 principle. In statistics, the 68-95-99.7 principle is 
in a normal distribution, and the distance from the mean is less than one standard deviation, 
two standard deviations, and three standard deviations. The more precise figures are 68.27%, 
95.45% and 99.73%. The calculation formula is as follows: 

 

Pr( -1 +1 ) 0.682689492137086X       (1) 

Pr( 2 2 ) 0.954499736103642X   −   +   (2) 

Pr( 3 3 ) 0.99730020393674X   −   +   (3) 

 

where x is the observed value of a normally distributed random variable,  is the mean of the 
distribution, and   is the standard deviation. 

The data collected for the agreed indicators are respectively 1 2 3, , ...... nX X X X
 , then the 
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The given data is regarded as a random variable, and it is assumed that the given data obey a 

normal distribution
2( , )N   . According to the 3  principle, the probability of these random 

variables falling in the ( 3 , 3 )   − + interval is 0.9973, and the probability of exceeding the 
( 3 , 3 )   − + interval is only 1 0.9973 0.0027 0.003− =  , that is, the average number of 1000 

trials exceeding the ( 3 , 3 )   − +  interval is less than 3 times. This is a small probability 
event, which generally does not happen in one experiment. . Therefore, it can be considered 

that in subsequent tests, if the data exceeds the ( 3 , 3 )   − + interval, it is abnormal data. 
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2.1.2. IQR TEST 

IQR , also known as the interquartile range, is a robust statistical technique used to represent 
a quantity of data dispersion and is often used to check for abnormalities in data. Quartiles 
divide the data into 4 parts, namely the upper quartile, median, and lower quartile. Its formula 
is as follows: 
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Among them, 1Q
 is the lower quartile, indicating that the data below this value accounts for 25% 

of the total; 2Q
 is the median, indicating that the data below this value accounts for 5% of the 

total; 3Q
is the upper quartile, indicating that the data below this value accounts for 5% of the 

total; Data below the numerical value account for 75% of the total; is the number of results. 

The interquartile range IQR  is expressed as: 3 1IQR Q Q= −
 

The outlier detection interval under the IQR criterion is: 
 1 21.5 , 1.5Q IQR Q IQR− +

 , and the 
data beyond this range will be eliminated. 

2.1.3. Blank value processing 

After eliminating the abnormal data through the3  law and the IQR  criterion, fill the vacant 
data with interpolation method. 

Figure 1 is a heat map of the correlation between each data column after removing outliers. 

 

 
Figure 1: Heat map of each data correlation 
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2.2. Principal component analysis method to extract key data 

In flight safety issues, there are many influencing factors related to it. If multiple factors are 
considered in the analysis of the problem, it will cause a large amount of overlap of information 
and make the problem more complicated. Therefore, this paper uses principal component 
analysis to explore the factors that are highly correlated with flight safety issues. 

Principal component analysis is a statistical method that converts multiple factors into a few 
important influencing factors. Its main function is to achieve data dimensionality reduction and 
retain the efficient contribution rate of original data. The specific steps of principal component 
analysis are as follows: 

(1) Raw data standardization 

In a sample set, there are j random variables, and each random variable contains i data. 

Normalize ijX
 to remove dimension effects. Make calculation more convenient. The 

normalization formula is as follows: 
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Among them, 
D( )j jX X、

are the mean value and standard deviation of the jth variable, 
respectively. 

(2) Calculate the eigenvalues and corresponding eigenvectors of the correlation coefficient 
matrix. 

The eigenvalue vector corresponding to the correlation coefficient matrix is a linear conversion 
coefficient, and the eigenvalue is the variance of the main component, and its variance 
contribution rate decreases with the order of the eigenvalues. 

Construct the correlation coefficient matrix R of X as: 
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Get the characteristic root arrangement of R: 
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Its unit eigenvector is: 
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The expression of the i-th principal component iF
is: 

 

1 1 ... ( 1,2,..., )i i pi pF a X a X i p= + + =
 (15) 

 

(3) Number of principal components 

The principal component is selected according to the cumulative variance ratio of the 
principal component, and the contribution rate is: 
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The sum of all principal component contributions: 
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Record the sum of the contribution rates of the first e principal components: 
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When eM
exceeds 85%, it is considered that the principal component can represent the 

information X of the data, satisfy the data will be, and reduce the loss of data at the same time. 

(4) Result analysis 

According to the steps of principal component analysis, the contribution rate of each indicator 
is obtained, among which "ALTITUDE (1013)" has the highest weight, which is 30.97%; 
"MAGNETIC HEADING" is 3.03%; the total contribution rate of the first nine indicators More 
than 85%. According to the definition of principal component analysis, these nine indicators 
are strongly related to flight safety and are some key data items related to flight safety. Figure 
2 is the weight map of principal component analysis. 
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Figure 2 :Weights of principal component analysis 

3. Evaluation of flight techniques based on random forest and GA-BP 

3.1. Classification algorithm based on random forest 

Random Forest is a classification and regression tree technique. Randomly and iteratively 
sample data and variables to produce a large set of classification and regression trees or forests. 
A random forest consists of multiple decision trees, each of which is also different. When 
building a decision tree, since it is not known which part of the data has abnormal samples, it is 
also impossible to determine which features can determine the classification result, so there 
must be a choice to put it back. 

The random forest prediction steps are as follows: 

(1) Randomly select a part of samples from the training data with replacement to form a new 
training set containing n samples for training, and use n samples to train a decision tree as the 
sample at the root node of the decision tree. Repeat t times to get t training set. 

(2) When the M  attributes of each sample need to be split at each node of the decision tree, m  

attributes are randomly selected from the M  attributes, and the condition m M  needs to 
be met. Then a certain strategy is adopted from the m  attributes to select 1 attribute as the 
splitting attribute of the node.  

(3) (3) Repeat step 2, the formation of each node in the decision tree formation process is split 
according to step 2. Then the parameters corresponding to the unselected features are 
eliminated, and then a decision tree is constructed for the new training set without pruning. 
Each decision tree will also have different training results due to different samples and features. 

Its classifier is used to define the expected number of categories k  and the number m  of 
predictor variables for each node to grow the tree to generate a predictive model. 

The final classification result of the system adopts the simple majority voting method, and the 
final classification decision is: 
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(19) 

 

Among them, ( )H x represents the combined classification model, ih
is a single decision tree 

classification model, Y represents the output variable, and the function ( )I Y  is an indicative 
function, that is, the final classification is determined by the way of majority voting. 

The decision tree error curve is shown in Figure 3 below: 
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Figure 3: Decision tree error curve 

 

It can be seen from the above figure that the more the number of decision trees, the less error. 

20% of the data is used as the training set, and the confusion matrix of the training set is shown 
in Figure 4. It can be seen from the figure that the model has good adaptability and high 
accuracy. 

 

 
Figure 4: Training set of GA-BP model 

 

The prediction results of the random forest are shown in Figure 5 below: 
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Figure 5 : Test set of GA-BP model 

 

As can be seen from the above figure, the comparison accuracy rate of the training set 
prediction results is 98.8298% 

3.2. Neural Network Prediction Model Based on GA-BP 

The neural network algorithm is essentially an error echelon descent algorithm, but there are 
still some defects in some complex nonlinear optimization problems. The neural network is 
only optimizing locally, training the samples one by one, but not performing global optimization 
on all the data before training, so the convergence speed is slow. At the same time, due to the 
shortcomings of BP neural network, such as low learning efficiency and prone to local minima. 

Genetic Algorithm, referred to as GA, always searches the entire space, and it is easy to obtain 
the global optimal solution. The GA genetic algorithm just makes up for the shortcomings of the 
BP neural network that cannot be optimized globally. At the same time, on the one hand, since 
the initial weight of the BP neural network is randomly given, the number of times of each 
training and the final weight are different, resulting in the non-uniqueness of optimization; on 
the other hand, the random given The initial weights lead to more training times and slower 
convergence. The GA genetic algorithm can roughly search out a certain range of weights as the 
initial weights of the BP neural network, and then solve the problems that the BP neural 
network is prone to local minimum and slow convergence speed. 

In this paper, the genetic algorithm is used to optimize the BP neural network to form a hybrid 
algorithm GA-BP algorithm to improve the accuracy of model prediction. A three-layer BP 
neural network is used for prediction, that is, the input layer, the hidden layer and the output 
layer. There is no connection between the neurons in the layer, and the inter-layer neurons are 
connected to each other. Therefore, this paper combines GA genetic algorithm and BP neural 
network, uses genetic algorithm to train and optimize the initial value, uses genetic algorithm 
to perform global optimization, narrows the range of initial value, and then uses BP neural 
network to train and obtain accurate The initial weight value, and finally use the generalization 
ability of the BP neural network to predict the input value. 

3.2.1. Traditional BP neural network model 

The traditional BP neural network prediction principle is shown in Figure 6: 
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Figure 6: BP neural network prediction principle 

 

According to the above schematic diagram, a BP neural network prediction model for 
evaluating aircraft flight technology is constructed: the flight parameters are used as the input 

layer 1 2( , )k k nkX x x x
; the pilot's technical level is used as the output Y. Use a large number of 

sample data to train the network, so that different input volumes can get different output 
volumes. When the error between the output value and the teacher signal is less than a certain 
allowable value, the training ends. 

3.2.2. Establishment of GA-BP neural network prediction model 

Combining the genetic algorithm with the BP neural network, first use the genetic algorithm to 
optimize the training, narrow the search range of the initial value, and then combine the genetic 
algorithm and the gradient descent-based introspective propagation training method of the 
neural network to form a hybrid training method. 

The flowchart of GA-BP neural network prediction is shown in Figure 7: 

 

 
Figure 7: Flow chart of GA-BP model 
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The specific steps of GA optimizing the BP neural network prediction model are as follows: 

(1) Coding scheme. 

In order to obtain high-precision weights and thresholds, this paper uses a binary encoding 
method. When encoding, first assume that all weights and thresholds are within a certain range, 

min max( , )ijW W W
, the weights and thresholds are represented byQ  bit binary numbers, and the 

difference between the actual threshold (or weight) and the value represented by a binary 
string The relationship is as follows: 

 

min max min

( )
( ) [( ) ( ) 1]

2
ij ij Q

binreplace Q
W W W W= + − +

 
(20) 

 

Among them, ijW
is the actual weight, ( )binreplace Q is a binary number represented by Q  bit 

string, and min max( , )W W
is the range of continuous weights. Then all the weights and the 0/1 

codes corresponding to the thresholds are connected in series to form a weight combination of 
the network. 

(2) Generate initial population 

Let the population size be P. Randomly generate the initial population 1 2( , , , )T

PX X X X=
 of 

P individuals, given a selected range of data, use a linear interpolation function to generate a 

real vector 1 2, , , Sx x x
of individuals iX

in the population as a chromosome of GA, representing 
the initial weight and threshold distribution of a neural network, then the individual The length 
of is the sum of the number of weights and the number of thresholds of the neural network, 
namely: 

 

1 1 2 1 2n r s s s s s=  +  + +
 

(21) 

 

Among them, r is the number of input layers, 1s is the number of hidden layers, and 2s
is the 

number of output layers. 

(3) Determine the fitness function of the individual 

Evaluate the individual according to the fitness, decode the chromosome obtained in (1), assign 
the initial weight and threshold of the BP neural network, input the training samples for neural 
network training, calculate the error value of the network, and reach the set value Accuracy 
obtains the network training output value, and then constructs the fitness function. For the 
minimum value, the formula can be used: 
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Among them, 
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 is the output error of the neural network, and 
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are respectively the expected output and the actual output of the network. 
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According to the fitness function, the fitness value of each individual is calculated, and then the 
individuals are sorted according to the size of the fitness value. The larger the fitness value, the 
stronger the adaptability of the individual. 

The figure below shows the fitness curve: 

 

 
Figure 8: Fitness change curve 

 

(4) choose 

The fitness ratio method is used to select the operator, that is, each given selection probability 
is proportional to its corresponding fitness, and the selection probability is: 
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(23) 

 

Among them, if is the fitness value of the i-th individual, and P is the population size. In actual 
learning, the individual with the largest fitness function value is directly assigned to the next 
generation. 

(5) cross 

Randomly select two weight individuals from the population according to the crossover 
probability, and then randomly set an intersection point in the individual character string, and 

the crossover operation of the kth gene kx
 and the l-th gene lx

 of the intersection point at the 
j  position is respectively for: 

 

(1 ) ,

(1 )

kj kj lj

lj lj kj

x x b x b

x x b x b

= − +

= − +
 

(24) 

 

Among them, b is a random number between [0,1]. 

(6) Mutation operation 
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Randomly select the jth gene of the i-th individual from the population with a certain 
probability for mutation operation, namely: 

 

max

min

( ) ( ), 0.5

( ) ( ), 0.5

ij ij

ij ij

w w w f g r
w

w w w f g r

+ − 
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+ −   

(25) 

2
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g

f g r
G
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(26) 

 

Among them, max minw w和
are the upper and lower bounds of the gene value, r is a random 

number between [0,1], 2r  is a random number, g  is the current iteration number, and maxG
 is 

the maximum evolution algebra. Variation reflects the gene mutation phenomenon of the 
occasional human in biological inheritance, so its probability is generally very small. 

(7) Repeat steps (3) to (6) 

The initial weight and threshold distribution are continuously modified and evolved, and then 
the optimal individual obtained by GA is decomposed into the connection weight and threshold 
of the BP neural network, which are used as the initial value and threshold of the BP neural 
network prediction model, and then the BP neural network The network prediction model is 
trained to output the predicted global optimal solution. 

3.2.3. Solution of GA-BP neural network prediction model 

The aircraft parameter measurement data in Annex III is used to predict samples, wherein 80% 
of the original data are selected as training samples, and the remaining 20% are used as test 
samples, that is, to predict the flight technology of the aircraft. 

As shown in Figure 9, it is the confusion matrix of the training set. 

 

 
Figure 9: Confusion matrix of GA-BP model training set 

 

After training, the test sample is predicted by the network that has learned about the "pilot 
qualification". As shown in Figure 10, it is the confusion matrix of the test set. 
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Figure 10: Confusion matrix of GA-BP model test set 

 

Through two prediction algorithms, the given 116 columns of flight parameters are reduced to 
8 dimensions and then the model is constructed for analysis. From the result graph, we can see 
that the prediction accuracy rate is as high as 98.83%. Pilots with "different qualifications" are 
highly consistent with their aircraft flight status during flight operations, indicating that this 
evaluation of pilots' flying skills based on flight parameters is reliable. 

4. Establish an automated early warning mechanism 

As a safety manager of an airline, through solving the above four problems, an automatic early 
warning mechanism is established to prevent possible safety accidents and provide guarantee 
for the safe operation of the aircraft. The following is the content of the automatic early warning 
mechanism. 

4.1. Altitude warning mechanism 

Through the extraction of nine indicators that are strongly related to aircraft safety in a pair of 
questions, it is found that ALTITUDE (1013), that is, the altitude has the greatest impact on 
aircraft safety. At the same time, combined with the data in Appendix 1, when the altitude of 
the aircraft exceeds 20,000 feet, the aircraft may have problems such as a significant reduction 
in the available power of the engine and a significant deterioration in maneuverability. 
Therefore, an altitude warning mechanism needs to be established. When the altitude of the 
flying aircraft exceeds 20,000 feet, the alarm system on the aircraft will remind the pilot that 
the altitude is higher. 

4.2. Early warning mechanism for decline rate 

It can be seen from the principal component analysis method that the aircraft descent rate has 
a relatively large impact on aircraft safety. When the descent rate of the aircraft exceeds 1800 
feet, accidents such as aircraft crashes will occur. Therefore, an early warning mechanism for 
aircraft descent rate should be established. When the aircraft's descent rate exceeds 1,800 feet, 
the warning system will remind the pilot to slow down the descent speed. 
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4.3. Overrun early warning mechanism 

Through the analysis of the data in Attachment 2, it is found that Aircraft No. 26 flying on the 
"Airport 68-Airport 92" route is most likely to exceed the limit of the distance from 50 feet to 
touchdown with a warning level of 2 in the state of landing. Therefore, it is necessary to 
establish an overrun early warning mechanism. When aircraft No. 26 takes off from Airport No. 
68 and lands at Airport No. 92, especially when the aircraft is in the landing state, the pilot must 
pay attention to whether the aircraft will exceed the limit. , to ensure that the aircraft reaches 
its destination safely. 

5. Model Evaluation 

5.1. Advantages of the model 

(1) Random forest has high accuracy, can reduce over-fitting problems, and can effectively 
reduce the influence of noise and outliers on the model. By reducing the dimensionality of high-
dimensional data, randomly selecting samples with replacement to build a decision tree can 
avoid the impact of strong correlation between features. Random forest is more robust to noise, 
missing values, and wrong values in the data, has strong robustness, and is not easy to overfit. 

(2) When using the traditional neural network model, we need to set the hyperparameters of 
the network structure, number of layers, number of nodes, etc., and for different data samples, 
repeated experiments are required to bring the optimal Model. However, the genetic algorithm-
based neural network can find the most suitable network parameters and hyperparameters 
through automatic search and optimization, and can also make the network more suitable for 
various data sets and improve the applicability of the model. In the traditional neural network, 
it will fall into the deadlock of the local optimal solution, but when combined with the genetic 
algorithm, it can jump out of the local optimal solution, and then continue to search for the 
global optimal solution. 

5.2. Disadvantages of the model 

(1) In the principal component analysis, it is necessary to ensure that the amount of information 
after dimensionality reduction is kept at a high level, and the extracted principal components 
must have an explanation that can give the actual background and meaning. Moreover, the 
interpretation meaning of the principal components after dimensionality reduction has a 
certain degree of ambiguity, which cannot be as clear as the meaning of the original variables. 

(2) In the neural network algorithm based on the genetic algorithm, because the genetic 
algorithm will search for different global optimal solutions under different initial conditions, 
the result is uncertain, and a large number of experiments are required, which will also cause 
high calculation costs. 

6. Model improvement and promotion 

6.1. Model Improvements 

During machine learning training, the computational resource consumption of models is an 
important issue, especially when the models become more complex and large. In order to solve 
this problem, optimization algorithms such as gradient descent and regularization algorithms 
should be adopted in future research to improve the training speed and memory utilization, 
thereby reducing the resource consumption of the model. 

6.2. Generalization of the model 

Dimension reduction processing of huge data to study its relevance and other issues can also 
be applied to the research of other vehicles, such as high-speed rail and other road vehicles, and 
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can also be used to evaluate the technical problems of its drivers. In the previous topic, the flight 
parameters are highly consistent with the pilot's grade evaluation. We can further explore and 
understand how to build a complete evaluation system to evaluate the pilot's grade through 
flight parameters. The actual research in this paper is to evaluate and predict flight parameters 
accordingly. When solving similar problems, a model that meets the given conditions of the 
problem can be reconstructed through relationship analysis and data processing, and a 
reasonable evaluation and optimization can be performed through algorithms. 
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