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Abstract 
The prediction of Freshmen's registration in Colleges and universities is a very difficult 
problem. Machine learning, as a discipline derived from artificial intelligence and 
statistics, makes it possible to solve this problem. Based on the enrollment and 
registration data of a university in previous years, this paper analyzes it by using 
generalized regression neural network (GRNN) and probabilistic neural network (PNN). 
The results show that whether freshmen registration or not can be predicted. 
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1. Introduction 

All colleges and universities will encounter such a situation: it is impossible to accurately 
predict the number of new students. Before the arrival of freshmen, colleges and universities 
need to do a lot of preparatory work, such as how many dormitories to prepare, how many 
new teachers to recruit, and whether the school canteen needs to be expanded. Once the 
preparation is insufficient, the school management will fall into a very passive situation after 
the beginning of school, and may even affect the reputation of the school. 
The usual practice of colleges and universities is to make a rough estimation based on the 
registration rate in previous years, which is a very vague practice. We try to use machine 
learning to solve this problem. Among many machine learning algorithms, we choose 
generalized regression neural network (GRNN) and probabilistic neural network (PNN) to 
machine learn the data set. 
We divide the data set into two parts: training set and test set. Firstly, we generate the neural 
network models of GRNN and PNN according to the training set, and then use these two 
models to predict the test set. The results are exciting. The accuracy of GRNN can reach more 
than 80% and that of PNN can reach more than 65%, which shows that our work is effective. 

2. The Dataset 

The admission data comes from the candidate information database of the admissions office. 
Basic information includes student's number, name, gender, ID card number, professional code, 
etc. The check-in data comes from the school's educational administration system. Basic 
information includes student's name, gender, ID number, date of birth, profession, etc. 
The whole data set contains 200 pieces of data. We cleaned and transformed the data. Finally, 
the data set contains four features. We randomly selected 160 samples from the data set as the 
training set and the remaining data as the test set, that is, the total number of samples in the 
test set is 40. 
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3. Algorithms and Models 

Generalized regression neural network is a radial basis function network based on 
mathematical statistics. Its theoretical basis is nonlinear regression analysis. GRNN has strong 
nonlinear mapping ability and learning speed. Finally, the network generally converges to the 
optimal regression with more sample size. When there are few sample data, the prediction 
effect is very good, and the network can also deal with unstable data. GRNN consists of four 
layers in structure, namely input layer, mode layer, summation layer and output layer. The 
number of neurons in the input layer is equal to the dimension of the input vector in the 
learning sample. Each neuron is a simple distribution unit, which directly transmits the input 
variables to the mode layer. 
Probabilistic neural network PNN uses Gaussian function as basis function to form the 
estimation method of joint probability density distribution and Bayesian optimization rules, 
and constructs a neural network for probability density classification estimation and parallel 
processing. Similar to GRNN, PNN is composed of input layer, hidden layer and output layer. 
Different from GRNN, the output layer of PNN uses competitive output instead of linear output. 
Each neuron only sums and estimates various probabilities according to Parzen method, so as 
to compete for the response opportunity of input mode. Finally, only one neuron wins the 
competition, In this way, the winning neuron represents the classification of input patterns. 
PNN not only has the characteristics of general neural network, but also has good 
generalization ability and fast learning ability. 

4. Experiment and Analysis 

In this section, we use MATLAB tools to learn the data. The training set is trained with GRNN 
and PNN algorithms respectively to generate the corresponding neural network model. The 
two models are used to predict the data of the test set. Finally, the performance of the two 
algorithms is compared and analyzed. 

4.1. GRNN Algorithm Model 
The data of the training set is predicted by GRNN, and its model diagram is shown in Figure 1: 
 

 
Figure 1. GRNN model 

 
The input layer is a vector, the dimension is 4, the number of samples is 160, the linear 
function is a transfer function, the hidden layer is fully connected with the input layer, there is 
no connection in the layer, the number of neurons in the hidden layer is equal to the number 
of samples, that is, 160, the transfer function is a radial basis function, and there are two nodes 
in the summation layer. The first node is the output sum of each hidden layer node, The 
second node is the weighted sum of the expected result and each hidden layer node, and the 
output layer output is the second node divided by the first node. 



Scientific Journal Of Humanities and Social Sciences                                                                       Volume 3 Issue 8, 2021 
 ISSN: 2688-8653                                                                                                                          

100 

4.2. PNN Algorithm Model 
The PNN is used to predict the data of the training set, and its model diagram is shown in 
Figure 2: 

 

 
Figure 2. PNN model 

 
The input layer receives the value of the sample, and the number of neurons is equal to the 
length of the input vector. The hidden layer is a radial base layer, and each neuron corresponds 
to a center (corresponding to a sample data). The input data is divided into two categories, 
because PNN is used for classification, that is, first train the network with samples, then input 
data, and use this network to identify which type of data it belongs to. The number of neurons 
in the summation layer is equal to the number of data classification. The summation layer 
obtains the average value of each type of data, and then compares the average value of each 
type to classify the data into the category with the largest value. 

4.3. Algorithm Comparison 
After the test set is predicted according to the two algorithm models, the obtained data are 
shown in Figure 3: 

 

 
Figure 3. Comparison of prediction results 
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As can be seen from the above figure, the accuracy of GRNN can reach 84.5%, and the accuracy 
of PNN can also reach 64.75%, indicating that both algorithms can predict the enrollment data 
of Freshmen in Colleges and universities. 
 

 
Figure 4. Comparison of accuracy of 10 model test sets 

 
As can be seen from the above figure, GRNN performs well in models 2, 3, 4, 5, 6 and 7, while 
PNN performs well only in models 2 and 5. 

 
Figure 5. Comparison of running time of 10 models 

 
As can be seen from the above figure, PNN is slightly better than GRNN in running time. 
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5. Conclusion 

This paper uses machine learning to predict the enrollment of freshmen. GRNN and PNN 
algorithms in machine learning are used. After the model training of the training set, the 
prediction accuracy of the test set is 84.5% and 64.75% respectively. There is still room for 
further improvement in the prediction accuracy, which we will further study in the future 
work. 
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